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Abstract. Effective infectious disease prediction supports the success
of infection prevention and control. Several attention-based predictive
models can be applied to undertake the prediction task. However, using
a single attention mechanism can only capture local information, i.e.
part of the temporal dynamics from time series. In this paper, we take
for the hypothesis that using multiple attention from different aspects
could improve prediction accuracy. An oriented attention model (OAM)
is proposed to draw temporal dynamics in several aspects, via oriented
attention units and their aggregation. Firstly, time series are represented
as oriented transformations. And then those representations are con-
solidated to connect with outputs. Intensive experiments on two real
infectious disease datasets show OAM’s effectiveness.

Keywords: Infectious disease · Prediction · Oriented attention ·
Aggregation · Time series

1 Introduction

Infectious disease is always a health problem for human beings. For example,
about one million children are newly infected by hand, foot, and mouth disease
(HFMD), and more than one million people are newly infected by hepatitis beta
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virus (HBV) every year in China [1]. The early warning system is conducive
to managing the risk of infectious disease [18]. The predictive technique is the
most critical part of this system [17], which supports the decision-making in
healthcare and intervention strategies [10,13].

The infection cases prediction is commonly regarded as a time series pre-
diction problem. Abundant methods have been used to predict different kinds
of epidemics [6]. Owning to the success of attention mechanism [12] in time
series prediction [9], it had been introduced to predicting infectious disease [22].
These attention mechanisms provide abilities in focusing on some important fac-
tors among different time intervals. In reality, temporal dynamics of infectious
disease time series are usually complicated and changeable [15]. Hence, a sin-
gle attention mechanism is commonly captured incomplete temporal dynamics.
Meanwhile, most of these attention-based time series prediction methods are
based on a single attention mechanism.

We take for the hypothesis that using multiple attention from different
aspects could improve prediction accuracy. The goal is to investigate an attention
representation and fusion model, which provides the ability to capture tempo-
ral dynamics of infectious disease time series from several aspects. There are
two challenges as follows: (1) how to represent inputted time series in different
aspects by using several attentions? (2) how to fuse those represented attentions?

An oriented attention model (OAM) is proposed to overcome the two chal-
lenges. Firstly, the inputted time series is normalized and split into a data cube
of look-back windows. Secondly, an oriented attention unit (OAU) is exploited to
represent the cube in four orientations. The OAU is designed to highlight infor-
mation from past observations in several aspects. Finally, the oriented atten-
tions are fused to connect with upcoming values. To evaluate the effectiveness of
the proposed OAM, intensive experiments were conducted on HFMD and HBV
datasets.

The main contributions of this paper are summarized as follows:

(1) The attention mechanism on time series can be represented in four aspects,
other than one aspect before.

(2) Moreover, the feasibility of the fusion of different attentions has been vali-
dated.

(3) The proposed OAM significantly outperforms the state-of-the-art methods
on two real datasets.

The rest of this paper is organized as follows. Section 2 reviews several rele-
vant work. Section 3 defines the research problem. Section 4 illustrates the pro-
posed OAM. Section 5 presents experiments and analyses. Finally, a conclusion
is given in Sect. 6.

2 Related Work

The relevant researches are addressed at attention-based time series prediction
methods [5,9] and temporal fusion methods [7,13,14,16].
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Attention-Based Time Series Prediction Methods. These methods added atten-
tion components in the time series representation processes. These attentions
provided the ability to strengthen or weaken observations within a time inter-
val. These attentions have been reviewed in [3]. The major part of the atten-
tion mechanism is its score function, and they are divided into multiplicative
function, additive function, and multiple layer perceptron (MLP). Besides, the
multiplicative function consists of dot function, scaled dot function, and general
form.

The attention mechanism was first proposed in [12]. The attention-based time
series prediction was first applied to stock price prediction in [9], which captured
the attentions in recurrent neural networks (RNN) from both NASDAQ index
time series and the top 80 stock prices time series of NASDAQ. The stacked
attentions were added after convolution neural networks (CNN) to represent
temporal features in multivariate time series forecasting [5]. In summary, these
attentions are used to highlight the observations of time intervals from inputted
time series. However, this research believes the attentions are not only limited to
the dimensionality of time steps. Technically, the dimensionality of observations
should be inputted into the attention mechanism as well.

Temporal Fusion Methods. The temporal fusion layer is used to connect rep-
resented inputs with target values, a.k.a., model outputs. The temporal fusion
problem can be regarded as the problem of mapping several input values to a
target value. Methods in this category can be divided into additive operation
[7], linear mapping and non-linear mapping.

To the best of our knowledge, the attention fusion from different aspects had
not been considered in previous research. This research fuses attention into a
temporal fusion layer to learn the temporal dynamics and make predictions.

3 Problem Definition

Time Series. A time series is used to denote an ordered observed sequence of
outpatient cases. Let K be the length of a time series. The weekly infectious
outpatient cases are denoted by Z, where Z ∈ R

K×1.

Look-Back Window. A look-back window is used to describe observations in
several consecutive time intervals. Let T be the window size. A look-back window
is denoted by symbol Zt+1:t+T,1 ∈ R

T×1.

Time Series Prediction. Commonly, the time series prediction problem is for-
mulated as:

ŶT+1,1 = F (Zt+1:t+T,1), (1)

where ŶT+1,1 ∈ R is the model output, Zt+1:t+T,1 is the model input, and F (·)
is a mapping.
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Attention-Based Time Series Prediction. The problem of attention-based time
series prediction problem is formulated as:

ŶT+1,1 = F (A(Zt+1:t+T,1)), (2)

where A(·) is an attention mechanism. It should be noted that the model inputs
may be processed using neural networks before feeding into the attention com-
ponent.

Oriented Attention-Based Time Series Prediction. The problem of oriented
attention-based time series prediction problem is formulated as:

ŶT+1,1 = F (A1(Zt+1:t+T,1), A2(Zt+1:t+T,1), · · · ), (3)

where Ai(·) is the oriented attention mechanism. It tells the oriented attention
on the window size dimension and the time series dimension. The length of the
time series dimension is 1.

The two dimensions for oriented attentions may be so limited. Hence utilizing
attention on the dimension of predictive values is taken into consideration. Let B
be the number of time consecutive batched inputs. Let X ∈ R

B×T×1 be the time
consecutive batched model inputs, and let Y ∈ R

B×1 be the outputs. Therefore,
Eq. 3 is re-formulated as:

Ŷ = F (A1(X), A2(X), · · · ). (4)

According to the three dimensions, the oriented attentions are extended in
several aspects. The main symbols are listed in Table 1.

Table 1. Symbols and meanings.

Symbol Semantic

K Time step number

T Look-back window size

Z The time series of outpatient cases, Z ∈ R
K×1

B The number of time consecutive batched inputs

X Batched input tensor X ∈ R
B×T×1

Y Batched output tensor Y ∈ R
B×T×1

F (·) A mapping

A(·), Ai(·) Attention and oriented attention, respectively

S The number of aspects for oriented attention

M l The left mapped tensor of OAU

Mn The normalized tensor of OAU

M r The right mapped tensor OAU

P Concatenated representation
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Fig. 1. The schematic illustration of the proposed oriented attention model (OAM).
(a) The workflow. (b) Orientable attention unit (OAU). (c) Temporal fusion layer.

4 The Proposed OAM

The schematic illustration of the proposed OAM is displayed in Fig. 1. Accord-
ing to the workflow in Fig. 1(a), this model consists of three stages. The first
stage is data processing. The inputted time series are normalized using Min-
Max normalization [17]. There are some reasons for the normalization, such as
computational speed and the computability of some neural networks. The nor-
malized time series are transformed to supervised data using “one-step-forward
split” [18]. The second stage is the generation of oriented attentions and their
combinations. Those combinations are fed into a temporal attention layer, and
model outputs are de-normalized [17] in the third stage.

4.1 Oriented Attention Unit (OAU)

The detailed process of the oriented attention unit (OAU) is plotted in Fig. 1(b).
To capture the attention from several aspects and reduce the model complexity,
the aspect selection component and the attention representation component are
designed in OAU.

There are many ways to view the input tensor in different aspects. A simple
way is to transpose the input tensor, which guarantees the attention mechanism
can work well with two dimensions of it.
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The aspect selection component views the input tensor by transposing its
dimensions. Since the batch dimension may change, when the model optimizer
changes. Hence, the batch dimension can not be put in the feature dimension.
For the three dimensions of an input tensor, we have and only have four aspects.

Given an input tensor X ∈ R
B×T×1, the four aspects of on it can be formu-

lated as follows:

Xi =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

X, i = 1
X.permute(0, 2, 1), i = 2
X.permute(2, 0, 1), i = 3
X.permute(1, 0, 2), i = 4

(5)

where X1 ∈ R
B×T×1, X2 ∈ R

B×1×T , X3 ∈ R
1×B×T , and X4 ∈ R

T×B×1 are
the four kinds of aspects, respectively. The permute(·) function operates views
on the input tensor by transposing dimensions.

The oriented attention mechanism works on the last two dimensions of an
input tensor. For example, X1 is adopted to distinguish the impact of differ-
ent time intervals by mapping values within a time interval. Technically, X2

is exploited to distinguish the impact of different time series by mapping the
lock-back window of a time series. In this paper, only one target time series is
considered. Especially, X3 is used to distinguish the impact of different instances
of a batch by mapping values within a time interval. X4 is used to distinguish
the impact of different instances of a batch by comparing different time series.

The attention representation component consists of the symmetric structure
of two linear layers and normalized layers among them. To guarantee that the
attention mechanism has a strong ability in learning different aspects and the
fusion of multiple oriented attentions, the symmetric structure is employed. The
detailed structure is drawn in Fig. 1(b).

Since OAU works with the last two dimensions of the input tensor, one aspect
of the attention can be an example for other aspects. Taking the attention on
X2 for example, it is first mapped using the batch matrix multiplication. The
mapping process is formulated below:

M l = X2 · W l, (6)

where M l ∈ R
B×1×T is the left mapped tensor, and W l ∈ R

T×T is the linear
weights.

And then a normalized layer is used to enlarge the differences of look-back
windows. The normalized layer adopts the softmax operation and is formulated
as below:

Mn
b,i,t =

exp(M l
b,i,t)

∑T
t=1 exp(M l

b,i,t)
, (7)

where Mn ∈ R
B×1×T is the normalized tensor. The reason for using softmax to

normalize is that it can enlarge the differences of a target dimension by consid-
ering its attributions.
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The normalized tensor is mapped to generate attentions. It’s formulated as
below:

M r = Mn · W r, (8)

where M r ∈ R
B×1×T is the right mapped tensor, and W r ∈ R

T×T is the linear
weights. The attention A2 ∈ R

B×1×T on aspect s = 2 is obtained by transposing
the dimensions in M r.

The oriented attention of four aspects are obtained using Eqs. 6–8. They can
be denoted by symbols A1,A2,A3,A4.

4.2 Temporal Fusion Layer

The scheme of the temporal fusion layer is plotted in Fig. 1(c). The temporal
fusion layer is used to aggregate several oriented attention, as well as inputs.

The four oriented attention and the input are concatenated as follows:

P = [A1;A2;A3;A4;X], (9)

where P ∈ R
B×T×5 is the concatenated representations, and [; ] denotes the

concatenation operation.
Several existing methods can map the representations to predictions O ∈

R
B×1, such as global auto-regression (GAR), auto-regression (AR), and multiple

linear regression (MLR). GAR is adopted to do the mapping since it’s simple.
The predictions O are de-normalized to compare with real values while training.

5 Experiments

5.1 Settings

Datasets. 49677 and 48359 real-world HFMD and HB outpatient records were
collected and used to evaluate the proposed OAM and baseline methods. In the
data collecting stage, the HB outpatient cases were reported when the transam-
inase exceeds the twice standard. The basic statistics of the two datasets are
shown in Table 2. Consequently, there are certain errors in the outpatient case
data of HB. The real-world HFMD and HB outpatient cases are shared by the
Xiamen Center for Disease Control and Prevention (XCDC). The outpatient
cases are divided into two parts, the first part from January 5, 2015 to Decem-
ber 23, 2019 is used to train the models; the remains were used to validate those
trained models.

Baselines. To study the benefits of attention, several models have been developed
and applied to the two real datasets. To study the benefits of oriented attentions,
these models have been extended with self-attentions. Hence, those benefits can
be observed by measuring the prediction performance of models.
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Table 2. The basic description on HFMD and HB datasets. “STD” denotes standard
deviation.

Dataset Training size Test size Maximum Average Minimum STD

Weekly HFMD cases 259 53 869 159.22 0 159.84

Weekly HB cases 259 53 282 154.99 14 38.98

The comparable models are listed as follows:

(1) Auto-Regression (AR) [8] generated predictions by mapping linear relation-
ships between past observations and coming values.

(2) Long- and Short-Term Memory (LSTM) [4] exploited three gate units to
capture the long-term dependency.

(3) Gated Recurrent Unit (GRU) [17] merged the hidden states and cell states
of LSTM to reduce parameters.

(4) Encoder-Decoder (ED) [15] consisted of two RNN components in the
encoder stage and decoder stage, respectively.

(5) Convolutional Neural Network (CNN) [2] used a CNN layer to extract tem-
poral patterns and a linear layer to connect with outputs.

(6) CNNRNN [20] extracted the local sequential patterns to generate predic-
tions, by leveraging a connected CNN and RNN network.

(7) Self-attention [11] is integrated into the above methods. And then we have
LSTM-attn, GRU-attn, ED-attn, CNN-attn and CNNRNN-attn.

Model Configurations. For a fair competition, all the training-related constant
parameters are set to the same values on a dataset. To reduce the complexity
in presenting the experimental results, some training-related and data-related
parameters are fixed according to cross-validations on parameters. For all exper-
iments, the learning rate is set to 0.0015.

For HFMD and HB, according to the experiments on all the comparable
methods, the optimal values of batch size B and look-back window size T are
found at 4 and 2, respectively. Hence, B = 4 and T = 2 are both fixed in all the
comparable experiments. For all the RNN-involved models, their hidden neuron
sizes are both fixed at {32, 64} to observe their prediction performance.

Performance Metrics . We follow the metrics in [17,19,21]. Those metrics are
mean absolute error (MAE), root mean square error (RMSE), and correlation
coefficient (R2). For MAE and RMSE, the lower value has better performance.
For R2, the higher value has better performance.

5.2 Study on Attention Combinations

To study how oriented attention affect the prediction performance, the experi-
ments on OAU combinations are conducted. The experimental results on their
combinations are plotted in Fig. 2.
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There are many situations of OAU combinations. To avoid searching for
all situations, the greedy search is applied. Every aspect is done to get their
corresponding performance, and the optimal aspect is selected to combine with
every other aspect. Iteratively, the current optimal combination is selected to
add every other aspect, until all the aspects are included.
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Fig. 2. Comparisons of OAU combinations in terms of three metrics on two datasets.

For easy presentation, let symbol OA(i) be the observation in aspect set
{i}. For example, the optimal single aspect attention on the HFMD dataset is
found at OA(3), and the experiments are done to measure what aspect works
best with aspect i = 3. This process is recursive to include all four aspects, i.e.,
OA(1, 2, 3, 4).

The major observations from Fig. 2 are listed as below:

(1) For the HFMD dataset, see Figs. 2(a)–(c), the OA(1, 2, 3, 4) has the optimal
RMSE and R2 values, and OA(1, 3) achieves the optimal MAE value.

(2) For the HB dataset, see Figs. 2(d)–(f), the OA(3, 4) achieves the best per-
formance in terms of the three metrics. The performance degrades when
adding more OAUs.

(3) When observing at a single OAU, OA(3) achieves the best performance, and
OA(4) gets the second-best performance.

(4) OA(3) and OA(4) play two important roles in reducing the prediction errors.
(5) OA(1) and OA(2) have slight effects on improving the performance.
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For the two datasets, the OA(1, 2, 3, 4) obtains optimal values in terms of
RMSE and R2. These results demonstrate that the fusion of attention mecha-
nisms is effective. Whereas the OA(1, 3) achieves the optimal MAE value on the
HFMD dataset, the potential reason is that the HFMD and HB dataset both
are uni-variate time series. Hence the effectiveness of the attention mechanism
on observation in aspects {2, 4} becomes weak.

As shown in Fig. 2, OA(3) or OA(4) significantly outperform OA(1) or OA(2).
The possible reason is that OA(3) and OA(4) both can distinguish the impact
of different instances of a batch and highlight the key instances among them,
which assist the model capture the trends of time dynamics.

5.3 Performance Comparisons

Table 3. Comparable results of twenty-two methods on the two datasets in terms of
three metrics.

Model HFMD HB

MAE RMSE R2 MAE RMSE R2

AR 22.6962 28.0246 0.8268 27.0550 37.1552 0.4550

LSTM-32 15.8524 25.6851 0.8545 26.1595 37.6786 0.4396

LSTM-attn-32 14.2515 24.5761 0.8668 23.3605 32.0211 0.5952

LSTM-64 15.9730 25.6855 0.8545 26.6344 37.7522 0.4374

LSTM-attn-64 13.5908 24.3641 0.8691 23.2384 32.0197 0.5953

GRU-32 19.0589 26.3326 0.8471 26.1140 36.8747 0.4632

GRU-attn-32 13.6181 24.3916 0.8688 22.7751 31.1019 0.6181

GRU-64 19.5851 26.5899 0.8441 26.1305 36.9358 0.4615

GRU-attn-64 13.2111 24.2959 0.8698 22.8632 31.1539 0.6169

ED-32 18.5562 26.2696 0.8478 26.2258 37.3032 0.4507

ED-attn-32 15.1897 25.4855 0.8568 23.1548 31.4827 0.6087

ED-64 17.4964 25.8206 0.8530 25.6824 37.0903 0.4569

ED-attn-64 14.8598 25.4567 0.8571 22.6006 30.6012 0.6300

CNN-32 20.9972 27.1071 0.8379 26.4590 37.2826 0.4513

CNN-attn-32 16.1284 25.9156 0.8519 26.0703 37.0805 0.4572

CNN-64 21.0921 27.4980 0.8332 26.0738 37.3023 0.4507

CNN-attn-64 16.6176 25.8872 0.8522 26.0183 37.0168 0.4591

CNNRNN-32 19.5186 26.6080 0.8439 27.1456 36.5898 0.4715

CNNRNN-attn-32 16.1384 25.8667 0.8524 25.8596 37.1470 0.4553

CNNRNN-64 18.7608 26.3040 0.8474 26.1287 36.4199 0.4764

CNNRNN-attn-64 15.4331 25.6848 0.8545 26.0657 37.2316 0.4528

OAM 10.9700 16.9735 0.9364 21.7509 28.9388 0.6692



134 P. Zhang et al.

The performance comparison is done to validate the effectiveness of OAM. The
comparable results of twenty-two methods are shown in Table 3. For all the
methods, parameter batch size B is fixed at 4. The parameter look-back window
size T is set to 2 and 4 for the HFMD dataset and the HB dataset, respectively.

The main results are summarized as follows:
(1) OAM achieves the best performance in terms of three metrics on the two

datasets. The improvement is significant.
(2) Self-attention improves the performance for all the benchmark methods.
(3) The number of hidden neurons in RNN-involved models does not affect the

performance.
(4) For the HFMD dataset, GRU-attn-64 has the second-best performance.
(5) For the HB dataset, ED-attn-64 has the second-best performance.
(6) The AR has the worst performance on the two datasets.

According to the results on the HFMD dataset in Table 3, AR had the
worst prediction performance, which indicated that the linear-based methods are
unable to completely fit the transmission patterns of diseases. The self-attention
significantly improves the predictive accuracy of all comparable methods. GRU-
attn-64 has the second-best performance, but the hidden neurons slightly affect
the results. A possible reason is that increasing the hidden size of the RNN-
involved models can obtain a richer representation, but the accuracy is limited
by the increment of the information.

According to results on the HB dataset in Table 3, the performance of CNN-
involved methods was degrading when self-attention was added. A possible rea-
son was that HB patterns are more complicated than HFMD in terms of trans-
missions. CNN leads to information loss, which reduces the predictive accuracy.
The performance of RNN-involved methods worked not well on the HB dataset.

The proposed OAM extracts the temporal dynamics from inputted time series
by aggregating several oriented attention. Compare to other baseline methods,
the proposed OAM achieved significant improvements. The MAE and RMSE
values were decreased by 51.67% and 39.43% at most, respectively. The R2 is
increasing by 52.99% at most. This revealed that the fusion of oriented attention
is feasible.

6 Conclusions

This paper proposed the oriented attention model (OAM) to predict the number
of outpatient cases in the upcoming week, via fusing several oriented attentions.
Intensive experiments on two real-world HFMD and HB data show the effec-
tiveness of the proposed method. The attention mechanism had improved the
prediction performance of several traditional methods. Moreover, the combi-
nation of oriented attention improved the performance of the single attention
mechanism. This also reveals the feasibility of attention fusion and its essential
in time series prediction.

In the future, the oriented attention mechanism will be further applied to
multivariate time series prediction. The normalization methods, multi-instance
learning will be further discussed with the attention mechanism as well.
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