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Abstract

Accurate prediction of infectious disease cases plays a crucial role in achieving effective infection prevention and control.
However, the inherent variability of incubation periods and progression dynamics of infectious diseases pose significant
challenges to the accuracy of predicting multiple diseases. Multiple representation fusion (MRF) methods would improve
the performance of prediction models, due to their capability to capture diverse temporal dependencies that reflect potential
disease transmission patterns. But the traditional fusion approach for infectious disease prediction still faces many challenges,
including the requirement of auxiliary data, vulnerability to disease evolution, and lack of intuitive explanation. To address these
challenges, this paper proposes an oriented transformer (ORIT) for infectious diseases case prediction. Contrary to traditional
MREF structures that integrate representations from multiple data sources, the MRF in the proposed ORIT combines multi-
orientation context vectors solely by capturing multi-dimensional temporal relationships within disease case data. Furthermore,
this paper considers the heterogeneity of the incubation period in the prediction of different infectious disease cases. Lastly,
this paper conducts comprehensive experiments to evaluate the proposed method using two real datasets of infectious diseases,
and compares it with 21 well-known prediction methods. The experimental results verify the effectiveness of the proposed

method.
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1 Introduction

Infectious diseases (IDs) persist as a substantial threat to
human health [45]. Over one million people are newly
infected by hand, foot, and mouth disease (HFMD) and
hepatitis beta virus (HBV) per year in China [19]. Early
warning systems play a pivotal role in managing infectious
disease risk [32]. The predictive technique is the founda-
tion of this system [42], which is instrumental in guiding
healthcare decision-making processes and devising interven-
tion strategies [8]. The development of efficient prediction
methods for IDs has attracted considerable attention from
both researchers and healthcare industries in recent years.
The majority of IDs cases prediction methods are divided
into three categories: epidemic dynamics methods, statisti-
cal methods, and machine learning methods [4]. Epidemic
dynamics methods are considerably more intuitive and com-
prehensible, largely due to their reliance on known biological
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and social factors that dictate disease propagation [35]. Pre-
dominantly, these techniques utilize mathematical or numer-
ical models like the SIR (Susceptible, Infected, Recovered)
model [36], SEIR (Susceptible, Exposed, Infected, Recov-
ered) model [16], among others [10], to simulate the process
of disease transmission. However, these models exhibit sen-
sitivity to preset parameters [21] and are contingent upon
oversimplified assumptions concerning disease transmission,
such as population homogeneity and mixing, which may not
consistently correspond with actual conditions. Statistical
methods enable the exploration of trends and relationships
within historical IDs cases data through a robust theoreti-
cal framework, thereby yielding trustworthy outcomes [15].
Nevertheless, their efficacy is constrained by data quality and
struggle to capture complex relationships, time-step interac-
tions, and nonlinear trends.

To complement these traditional methods of IDs cases pre-
diction, machine learning approaches are receiving increased
attention. Random Forest (RF), support vector regression
(SVR), etc., have been actively studied for IDs cases predic-
tion [42]. More recently, deep learning techniques, encom-
passing Recurrent Neural Networks (RNNs), Convolutional

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10489-023-05101-6&domain=pdf

Z.Wang et al.

Neural Networks (CNNs), Attention Mechanism (Attn), and
Transformer models, have been leveraged for this task,
demonstrating their capacity to extract complex, non-linear
relationships within the data [49]. Despite these advance-
ments, deploying IDs cases prediction models in real-world
scenarios encounters several inherent challenges.

One challenge involves investigating the complex incu-
bation period of IDs, a critical aspect for comprehending
the transmission intensity and patterns of IDs [48], thereby
enabling accurate predictions. The present approaches con-
sider the temporal dependencies among historical observa-
tions, but have yet to effectively estimate the characteristic
of the latent disease incubation period. The variability of
disease pathogenesis, regional differences, and other related
environmental factors further create a barrier to their practical
application in the field [27]. Another notable hurdle involves
handling intricate temporal patterns of historical records. The
progression and dissemination dynamics of IDs are highly
uncertain, which may stem from diverse sources such as
environmental changes, human behavior shifts, and viral evo-
lution [40]. While the success of the attention mechanism
[39] prompting recent efforts to establish interrelationships
between different time steps and periods [37], the complex
and uncertain dynamics of IDs data still present learning
challenges for models. This emphasizes the necessity for
extracting more efficient and detailed representations of the
progression of IDs cases.

To address the aforementioned challenges, it has become
necessary to construct a multiple representation fusion
(MRF) structure to maximize the value of the data and
improve collaboration among different temporal character-
istics at various scales. This strategy further augments the
intrinsic characteristics of data and has achieved promising
performance in diverse domains, including virtual/augmented
reality [14], high-utility pattern mining [30], and the informa-
tion extraction from large-scale databases [25]. Nevertheless,
applying an MRF structure to IDs cases prediction has the fol-
lowing limitations. First, the current MRF structure relies on
acquiring data from multiple sources or sensors. However,
in this study, IDs cases data may not always be accessible
or consistently reliable. For instance, reporting inadequacies
due to insufficient medical facilities or issues like misre-
porting or delayed reporting could result in incorrect or
incomplete data, reducing prediction accuracy. Secondly, the
traditional MRF structure could potentially introduce more
complex and heterogeneous feature associations from diverse
data sources. This might necessitate additional preprocess-
ing for alignment, resulting in a decline in model efficiency
and stability. Therefore, models should obtain the most infor-
mative representation of the prediction target by utilizing as
little additional data as possible.

To address the above issues, we propose a novel MRF
model for IDs cases prediction, called oriented transformer
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(ORIT). This approach can be employed across different
types of infectious diseases, relying solely on historical case
observations. Compared to the conventional MRF model,
the representation in ORIT is obtained from the temporal
relationships across different time scales in IDs case data,
generated by a designed multi-head oriented attention unit
(MOAU). To consider the varying incubation periods across
different diseases, we analyze the effect of distinct win-
dow sizes on the prediction model. Leveraging the optimally
learned window sizes, MOAU extracts the temporal char-
acteristics. Subsequently, a temporal fusion component is
introduced to adaptively augment the beneficial patterns for
the model, leading to the generation of predictions.

The main contributions of this paper are summarized as
follows:

(1) The inherent diversity in the incubation periods and out-
break patterns for various infectious diseases has been
investigated and incorporated into the construction of
the prediction model.

(2) The impact of multi-oriented correlations among dif-
ferent scales of IDs progression dynamics has been
validated using multiple MOAUSs.

(3) Tworeal-world collections comprising HFMD and HBV
cases are utilized to conduct a comprehensive evaluation
of the proposed ORIT in comparison with 21 pertinent
prediction models. The results demonstrate the superi-
ority of our model in IDs cases prediction. A study on
attention combination has validated the effectiveness of
fusing the various latent relationship.

The remains of this paper are organized as follows.
Section 2 addresses this research. Section 3 defines the
prediction problem. Section 4 graphically illustrates the pro-
posed ORIT. Section 5 gives descriptions of the collection
and experiment setup. Section 6 presents experiments and
analyses. Finally, a conclusion is drawn in Section 8.

2 Related work

This section discusses the related research from the perspec-
tives of attention-based models and temporal representation
learning methods.

2.1 Attention-based predictive methods

The attention mechanism has achieved success across various
fields [11]. According to the difference in implementation,
these methods can be categorized as additive attention and
dot-product attention.

Additive attention is the earliest form of attention imple-
mentation, which typically works rely on the encoder-
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decoder structure [12]. DA-RNN [29] and LSTNet [23] are
representative methods that capture attention representations
in the recurrent layer and highlight observations by augment-
ing attention representations to previous time steps. These
methods effectively capture temporal dynamics from time
series with conspicuous periodicity. However, the limitation
of RNNs to handle various temporal dynamics restricts the
prediction performance of these methods.

Dot product is currently a popular way to compute atten-
tion, which allows models to escape the constraints of the
recurrent architecture [9]. DSANet [20] captures attention
representations in dual-scaled convolutional layers from mul-
tiple time series. Informer [50] directly employed an attention
mechanism to extract temporal maps from uni-variate time
series and generate predictions by further emphasizing the
temporal maps. In essence, these attention techniques offer
the capability to highlight the observations of time inter-
vals from the input time series. However, these forms of
attention primarily consider local temporal dynamics as they
underscore the weight of key time steps. Consequently, the
temporal dynamics of inconspicuous periods, such as the
incubation period of infectious diseases, would be over-
looked [40].

This research assumes that attention is not solely limited to
the dimensionality of time steps. The varied dimensionality
of observations should be incorporated into attention as well.

2.2 Temporal representation learning methods

Temporal representation learning is broadly employed in
time series prediction [24]. Depending on their strategies,
these methods can be categorized as stacking and fusion
methods.

Stacking methods repeat the network blocks on inputs or
subsequent layers to extract temporal representations [46].
Temporal convolutional networks (TCN) [6] used stacked
CNN layers to discover local temporal dynamics from time
series. However, these methods frequently disregard long-
term temporal dependencies, considerably reducing predic-
tion accuracy. The stacking RNNs are proposed to tackle this
challenge owing to their superiority in capturing decency
relationships from the sequence [17]. For instance, Long
Short-Term Memory Multi-Seasonal Net (LSTM-MSNet)
[7] employed deep LSTM layers to capture long-term depen-
dencies. Nevertheless, these methods struggle with capturing
short-term dynamics effectively, weakening their ability to
predict outbreak points. Even when combining the above
techniques, such as CNNRNNRes [44], the problem persists.

Fusion methods typically capture several representations
from various components or neural layers instead of stack-
ing components on a time series. DGR [42] utilized recurrent
layers to obtain temporal representations from dual-grained
epidemic time series and achieved better performance when

compared with solely stacking recurrent layers. Never-
theless, it merely considers the temporal dynamics from
different time steps, whereas it ignores the effects of different
periods. Mvt [43], and DGDR [49] leveraged different com-
ponents to obtain several temporal representations from time
series and fuses them to generate predictions. These methods
regard the time series as a cube and consider the time series in
different orientations. However, they cannot efficiently high-
light the key information within temporal representations,
which affects prediction accuracy.

This paper proposes a novel temporal representation learn-
ing method, known as the oriented transformer (ORIT). It
learns the temporal representations by employing attention
mechanisms from various orientations, enabling the capture
of more key temporal dynamics from epidemic time series.

3 Problem definition

The observations of infection cases are sequential values
within an identical time span. Hence, predicting infectious
disease cases can be commonly regarded as a time series
prediction problem. Let symbol Z € RV*! denote the time
series, where N is the number of total time steps. A look-
back window is frequently used to reorganize the inputs to
enhance the temporal characteristics of time series. Let T be
the length of the look-back window, also called window size.
An observation within a look-back window can be denoted as
Zit144T,1 € RT*1 where 7 is a time step. And the infected
cases prediction problem can be formulated as:

Yiors11 = F(Zistasr.1), (1

where ?,+T+1 1 € Ris the prediction, and F(-) is a mapping
function denotes the prediction model.

To incorporate the attention mechanism to input time
series, the formulation for infected cases prediction can be
described as:

Viersr1 = FAYZirasr.0) AAZistasr ), ---), (2)

where A’ (-) is the attention mechanism of different orien-
tations, each orientation denotes a type of temporal char-
acteristic. It is worth noting that the inputs of the attention
component could also be the outputs of proceeding neural
networks. The main symbols are listed in Table 1.

4 The proposed ORIT

The schematic illustration of the proposed ORIT is plotted
in Fig. 1. According to the workflow in subfigure 1(a), this
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Fig.1 The schematic illustration of the proposed oriented transformer (ORIT). (a) Workflow. (b) Multi-head oriented attention unit (MOAU). (c)

Temporal fusion layer

model consists of three stages. The first stage is data prepro-
cessing. The raw time series of infectious disease cases are
normalized and spitted into supervised data for the predic-
tion model. Subsequently, in the second stage, the proposed

Table 1 Symbols and semantics

Symbol Semantic

Total time steps number

Look-back window size

the number of consecutive look-back windows
Outpatient cases, Z € RVx1

batched input tensor X € REXTx1

batched output tensor ¥ € RE*Tx1
Heads number

Concatenate operation

Concatenated matrix

N QT RN M NI S Z

Model outputs

The predictive function

= 2

The mapping function of attention

Al () The i-the orientation attention
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ORIT generates and combines the oriented attention from the
processed inputs. Finally, the obtained combinations are fed
into a temporal attention layer in the third stage. The model’s
outputs are subsequently de-normalized and evaluated using
three distinct metrics. The pseudo-code describing the pro-
cess of training ORIT is shown in Algorithm 1.

4.1 Data preprocessing

Normalization To alleviate the impact of outliers on the
model’s learning process and foster faster convergence, we
employ Min-Max normalization to scale the time series val-
ues into the [0, 1]. Compared to Z-Score normalization,
Min-Max normalization offers a more straightforward com-
putational process while preserving the original distribution
of case data. The formulas for Min-Max normalization and
de-normalization are as follows:

_ Z — min(Z)
" max(Z) — min(Z)’

3)
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Algorithm 1 Pseudo-code for training the proposed ORIT

model.

Input: The training set of historical case observations Z, initialize
model ®

Output: The trained model ®;,4ip

// Feed forward and backward gradient updating

Trainer (Z, ®):

Z—min(Z
Z = s e > 3
(X,Y) < one-step-forward split Z' > 5
foreach batch sample (X,Y) in (X,Y) do
C < [X]

foreach orientation r < 1to R do
X" <« transform the input x into r-th orientation
U" < calculate the oriented attention representation
using MOAU (X")

C, <~ [C,_;U"] > 11

end
p="W,xC)-W,+B, > 12
Loss £ < p and y using MSE >
Backward using Adam optimizer

end

return &, i,

Z = Z' x (max(Z) — min(Z)) + min(Z), “4)

where Z denotes the input samples, Z is the normalized sam-
ples, min(Z) is the minimum value of the observed samples,
and max(Z) is the maximum value of the observed samples.

Data organization The one-step-forward splitting approach
[21] is utilized to split the normalized time series into super-
vised data, represented as (X', Y). For a given time series,
the process can be formulated as follows:

I / /
Zi Zyy Ly Z7+1,1
/ / /
Zy Zyy Ly Zr42.1 )
! ! !
ZN—T—l,l ZN—T,I ZN—1,1 Zn.1

where the left part is the model input X', and the right part is
the forecast target Y.

4.2 Oriented transformer

The proposed ORIT comprises a multi-head oriented atten-
tion Unit (MOAU) and a temporal fusion layer. The detailed
structure and pseudo-code of the proposed MOAU is dis-
played in Fig. 1(b) and Algorithm 2, respectively.

The progression of infected cases incorporates various
patterns of information, including short-term trends, long-
term trends, rare events, and more. Feeding the preprocessed
data directly into the predictive model might impede the
model’s ability to efficiently extract valuable information
from the sequences. To simplify data representations for
predictors, we have incorporated the orientated transfor-
mation component and attention representation component
within the MOAU. These components generate attention

Algorithm 2 Pseudo-code of for the learning process of the
proposed MOAU.

Input: The processed observations of ID x”"
Output: The oriented attention representation U”

MOAU (X"):
foreach attention head k to K do
hy <~ w,% - x5 > 6
st < W' h? > 7
foreach time stepstto T do
exp(s7)
m, e > 8
k.t Z)‘T:l exp(sk.r)
end
0, <~ W’ m% > 9
end
K
U'=%,_,0pxW, > 10
return U”

representations encompassing various dimensions, such as
time steps, periodicity, and the intricate interconnections
among diverse feature dimensions.

There are multiple strategies to extract features from var-
ious orientations of model inputs. A prevalent approach is to
transform the input tensor, which enhances the diversity of
input data without necessitating additional parameters. Fur-
thermore, these transformed representations contribute to a
more diverse set of detailed patterns, enabling the attention
mechanism to capture deeper, more complex features.

Given a traditional attention mechanism and the model
input X € REXTXN the context-aware representations are
computed by an attention mechanism operating on the final
two dimensions (i.e., 7 x N). To implement the proposed ori-
ented attention mechanism, the input tensor X is transformed
into four types: {X! e REXT*N; x2 ¢ REXNxT. x3 ¢
RN*BXT. x4 ¢ RT*BxN} The purposes associated with
these four orientations are described as follows:

(1) Orientation 1 is employed to assess the impact of diverse
time steps by establishing an association between time
steps and a specified time interval.

(2) Orientation 2 is utilized to distinguish the impacts of dif-
ferent time series by constructing a correlation between
the windowed time series and the feature dimension.

(3) Orientation 3 is employed to underscore the significance
of specific time segments by establishing the relationship
between these time segments and partial time steps.

(4) Orientation 4 is applied to discern the importance of
different time segments by comparing across different
time series.

The multi-head attention representation component is a
crucial structure within MOAU, which consists of a multi-
head transformation layer, an attention layer, and a fully
connected layer. A symmetrical structure for the attention
mechanism is designed to enhance the flexibility of the fusion
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process across various oriented attentions. This structure
generates attention representations in an end-to-end fashion
while maintaining shape consistency between the input and
output representations.

Due to the consistent learning processes across different
oriented representations, we provide an example of the atten-
tion representation on orientation 2 to elucidate the workflow
of MOAU. Specifically, the MOAU first projected the input
supervised data into multi-head representations through a
linear layer, and the process can be formulated as follows:

B =w?-7% ie(1,2,..,K), (6)

where h? represents astate of H?, H> € RE*Kx1xT denotes
the multi-head representations, wi2 e R'™T s the learnable
weight matrix, and K represents the number of attention
modules. Z> denotes the transformed observations of the
infected cases data with respect to orientation 2.

To enhance the extraction of latent patterns from the
obtained multi-head representations, an adaptive matrix is
integrated, leveraging batch matrix multiplication opera-
tions:

sP=W.n ie(,2,..K), (7

where s? denotes a state of §2, §% € RE*KxTT i the atten-
tion score, w! e RTx1 represents a weight matrix. From the
perspective of orientation 2, the attention scores indicate the
relative importance of various time series in predicting the
target variable. A normalization layer is employed to empha-
size the key elements of score representations and enhance
the distinction among individual scores. The softmax func-
tion is employed within the normalization layer, serving to
amplify the distinctions within a target dimension by consid-
ering its contributions. This process is formulated as follows:

2
,  exp(s?)
=
l Zthl exp(si,r)

where m? is a state of M2, M? € RE*KXT*T jg the normal-
ized tensor.

Once the normalized scores are obtained, these results can
be utilized to construct multi-head attention representations

through a projection process:

e(,2,..,K), 8)

ol-2 =W -ml-z,

ie(l,2,...K), C)]
where 01‘2 represents a state of 0%, where 02 € RE*Kx1xT
is the multi-head attentions tensor, and W" € R*T is the
linear weight matrix.

The tensors of multi-head attentions are passed through
an aggregation layer to summarize the information of multi-
head representations. The formulation of this process is as
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follows:
K

V=) "0} %Wo. (10)
k=1

where U? € RE*!XT s the oriented attention representa-
tions of orientation 2, W, is a learnable weigh matrix, *
denotes the element-wise multiplication. The dimensions of
the input representation and the output oriented attention rep-
resentations are consistent.

4.3 Temporal fusion

To aggregate the context of the obtained oriented attention
representations and produce predictions, a temporal fusion
layer is incorporated within ORIT, as illustrated in Fig. 1(c).
It is noteworthy that the original transformed data are also
taken into account within the temporal fusion layer. This
consideration is intended to prevent information loss and to
enhance the propagation of gradients.

c=[UU%U% Ut Xy, (11)

where C € RE*T>5 is the concatenated representations, and
[; ] denotes the concatenation operation.

Lastly, the information regarding potential transmission
patterns within the temporal dimension is summarized,
enabling the prediction of the normalized progression of
infected cases in the next interval. The process is formulated
as follows:

T
P=0_W,xC)-W,+B,, (12)

where W, € RT*! represents the learnable weight matrix
responsible for projecting the temporal information. W, €
R>*! denotes the weight matrix used to generate the pre-
diction, and B, € R is a bias term. The predictions P are
de-normalized using (4) to yield the final results.

5 Experimental settings

This section provides an overview of the experimental
dataset, evaluation metrics, baseline methodologies, and
model configuration.

5.1 Datasets

Intotal, 49,677 records of HFMD outpatient cases and 48,359
records of HB outpatient cases were collected to evaluate the
proposed ORIT method and benchmark methods. The HB
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outpatient cases were reported when the transaminase lev-
els exceeded twice the standard. Consequently, there may be
some errors in the HB outpatient case data. The distribution
of the two datasets is illustrated in Fig. 2. These data were
collected from January 5, 2011, to January 28, 2021, span-
ning a total of 2,184 days (312 weeks). The basic statistics
of the two datasets are shown in Table 2.

The outpatient cases dataset, shared by the Xiamen Center
for Disease Control and Prevention (XMCDC), is utilized
to conduct experiments on both the proposed method and
other benchmark methods. This dataset is bifurcated into two
subsets for this purpose. The first subset, spanning the period
from January 5, 2015, to January 23, 2020, is allocated for
model training, with the last 31 samples employed as the
validation set. The remaining data is utilized to test the trained
models.

5.2 Baseline methods

To study the effectiveness of the proposed method, sev-
eral methods have been developed and applied to the two

real-world datasets. To study the benefits of the proposed
attention mechanism, these models have been extended
with an attention mechanism. Hence, those benefits can be
observed by measuring the prediction performance of mod-
els. The comparable models are listed as follows:

(1) Auto-Regression (AR) [26] builds linear relationships
between past observations and coming values.

Long short-term memory (LSTM) [18] is a variation of
the recurrent neural network (RNN), which exploits three
gate units to capture the temporal dependency.

Gated Recurrent Unit (GRU) [13] merged the hidden
states and cell states of LSTM to reduce parameters.
Encoder-Decoder (ED) [33] consisted of two RNN
components in the encoder stage and decoder stage,
respectively.

Convolutional Neural Network (CNN1D) [44] extracts
temporal patterns of sequential data and uses a fully con-
nected layer to generate predictions.

CNNRNN [44] extracted local sequential patterns to
generate predictions by leveraging a connected CNN and
RNN network.
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Table 2 The basic description

on HEMD and HB datasets. Dataset ~ Training size  Validate size ~ Testsize =~ Maximum  Average = Minimum  STD
“STD” denotes standard HFMD 228 31 53 869 15922 0 159.84
deviation

HB 228 31 53 282 154.99 14 38.98

(7) Oriented attention model (OAM) [48] generate predic-
tions via consolidating attentions from several aspects.
Moreover, the other score function integrated into the
OAM, such as dot product, scaled dot product, MLP,
and multi-head attention. And then we have OAM-
SA(dot), OAM-SA(scaled dot), OAM-SA(score), and
OAM(MA).

Moreover, the proposed symmetric attention mechanism
has been integrated into comparable methods. As a result,
we obtain variants such as LSTM-attn, GRU-attn, ED-attn,
CNN-attn, and CNNRNN-attn.

5.3 Evaluation metrics

To appraise the prediction results from both the proposed
ORIT and the benchmark methods, the mean absolute error
(M AE), root mean square error (RMSE), and the coeffi-
cient of determination (R?) are employed as our evaluation
criteria. MAE quantifies the mean absolute deviation of the
prediction errors, RMSE accounts for the variance in errors,
and R? assesses the degree of fit between the predicted and
actual data [41]. Each metric focuses on different aspects,
thus offering a comprehensive evaluation. These criteria can
be expressed in the following mathematical expressions:

L
1 .
MAE:ZZ|ZZ-—Z[|, (13)
i=1
1 L
RMSE = T Z(z,- — 72, (14)
i=1
5 S (Zi— Z)?
R =1-— IL_—_, (15)
Yin1(Zi = 2)?

where Z; and Z; represent the actual and predicted values,
respectively. Z signifies the average value of the test set, and
L denotes the length of time steps within the test set. The best
model is the performance with the smallest MAE, RMSE,
and the largest R2.

5.4 Configurations

To ensure a fair comparison, all training-related constant
parameters are uniformly set across the various methods on
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a given dataset. Each method is optimized using the Adam
optimizer [22], with the loss function defined as the mean
squared error (MSE). The number of training epochs and
the learning rate are tuned to achieve optimal performance
for each method. The weights of prediction models are pre-
served upon achieving an optimal state and are subsequently
loaded during testing procedures. To enhance the reliability
and robustness of the presented results, each experiment is
replicated five times, with the presented results reflecting the
mean values. The grid search approach is employed to search
for the relatively optimal hyperparameters, and detailed set-
tings for the hyperparameters of each method are provided
in Table 3. The models were implemented using PyTorch
(v.1.12.1) [28]. All computations are performed on a server
equipped with an Intel Xeon Gold 6226R CPU (2.90GHz)
and 128GB of memory, with processing accelerated using
two NVIDIA RTX A6000 GPUs.

6 Results

This section conducts comprehensive experiments to eval-
uate the effect of model parameters on the prediction

Table 3 Hyper-parameter settings

Model Parameter Option range
LSTM Embedding hidden size {25,26
GRU
ED Number of layers 1-3 (1 per step)
CNNI1D Out channel {25,26
CNNRNN Kernel size 3-9 (2 per step)
CNNRNN Embedding hidden size (25,26
Number of layers 1-2 (1 per step)
OAM Dot product
Attention Scaled dot product
score function MLP
MA
ORIT Numbers of heads (21,22, 23,24
Embedding hidden size (25,26
General Learning rate 5e-04 — 5e-03
(5e-04 per step)
Learning epochs 100 — 1600
(300 per step)
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performance and to compare the proposed method with base-
line approaches. The major intentions are listed as follows:

(1) How does the extent or range of temporal characteristics
influence the accuracy of predictions within the model?

(2) How do different attention representations affect predic-
tion accuracy?

(3) Could the proposed attention mechanism outperform the
other implementations?

(4) Could the proposed ORIT outperform the other meth-
ods?

6.1 Effects on parameter B

The performance of the prediction model is significantly
influenced by the selection of appropriate parameters [2].
Therefore, it is essential to carefully evaluate and choose
suitable hyperparameters B and T'.

The term B is a constant parameter in the proposed
ORIT, representing the number of time slices within a
subset. Specifically, each time slice denotes a continuous
period of disease progression. The parameter B defines
the number of adjacent periods from which the predictive
model can acquire knowledge. Insufficient information about
period patterns can limit the fitting performance of a regres-
sion model, while excessive pattern detail may introduce

redundant information, thereby limiting predictive accuracy.
Hence, establishing an appropriate scope for the period is
critical for the prediction model. While observing the perfor-
mance of the prediction, the target parameter B is tuned while
the others are held constant. For HFMD and HB datasets,
parameter 7 is fixed at 13 and 4, respectively.

The investigation of the parameter B is plotted in Fig. 3.
Several key observations are summarized as follows:

(1) For the HFMD dataset, optimal performance in terms of
MAE, RMSE, and R? is achieved when B = 4.

(2) For the HB dataset, the optimal performance in terms of
MAE, RMSE, and R? are found at B = 2.

(3) The prediction performance substantially deteriorates
when the parameter B is either less or greater than the
optimal value.

For the HFMD dataset, see Fig. 3(a)-(c), the optimal per-
formance is found at B = 4. These results approximate
the duration during which Enterovirus (EV), the primary
pathogen causing HFMD, persists in infections [45]. For the
HB dataset, as shown in Fig. 3(d)-(f), the optimal perfor-
mance is found at B = 2. This indicates that the temporal
dynamics across two consecutive periods provide the most
significant correlation to the prediction target. The selected
range for the period aligns closely with the typical duration
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Fig.3 The performance of the ORIT with varying the parameter B in terms of M AE, RMSE and R?. For each metric the optimal value is found

at red dash line
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(e) RMSE versus T on HB

(f) R? versus T on HB

Fig.4 The performance of the ORIT with varying the parameter T in terms of M AE, RMSE and R. For each metric the optimal value is found

at red dash line

from the onset of symptoms to the development of acute
infection in patients [38].

6.2 Effects on parameter T

To further investigate the influence of the incubation period
and seasonality on the prediction of infectious disease cases,
the parameter T is also incorporated into the parameter anal-
ysis of this study. The experimental results are visualized in
Fig. 4. For HFMD and HB datasets, parameter B is fixed at
4 and 2, respectively.

The major observations from experimental results are
summarized as follows:

(1) For the HFMD dataset, the optimal value for MAE is
observed when 7 = 2, whereas the optimal values for
RMSE and R? are observed when T = 14.

(2) The prediction performance demonstrates significant
fluctuation with variations in the parameter 7.

(3) For the HB dataset, the optimal value for MAE is
observed when T' = 9, while the optimal values for
RMSE and R? are observed when 7' = 13.

(4) The prediction performance exhibits a periodic fluctua-
tion for approximately two weeks.

@ Springer

For the HFMD dataset, the optimal values of RM SE and
R? and the second-best value of M AE are found at T = 14.
These results align with the observed cyclical and seasonal
trends prevalent in real-world HFMD outbreaks. The best
M AE value and the second best values for RM SE and R>
are observed at T = 2, which coincides with the HFMD incu-
bation period typically within two weeks. However, these
results show slight deviation from earlier empirical analyses
[47]. This discrepancy could potentially be ascribed to the
time lag between the onset of symptoms and medical con-
sultation.

Notable fluctuations in performance are observed when
varying the parameter 7'. This phenomenon may be related to
changes in the outbreak period. Prior studies have highlighted
that the HFMD infection outbreak period varies seasonally
[40].

For the HB dataset, the optimal M A E value is observed
at T = 9, whereas the best values for RMSE and R? are
obtained at 7 = 13. Since HBV exhibits no significant
seasonality, the obtained results largely relate to the incu-
bation periods of HB. The potential incubation periods for
this dataset are 9 or 13 weeks. Both human behavior and
environmental conditions can introduce uncertainty when
attempting to identify the incubation period from histori-
cal records. Notably, the prediction performance exhibits
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slight periodic fluctuations within a 2-week span, especially
in terms of RMSE and R?. This may be attributed to the
influence of the medical window period, which refers to the
duration between the entry of a virus or bacteria into the body
and its accurate detection by conventional medical testing
methods.

6.3 Study on attention combination

To investigate the effects of different orientations of attention
on prediction performance and explore the most effective
combinations, comprehensive experiments were conducted
using various combinations of MOAU. In order to avoid
unnecessary experimentation with all possible MOAU com-
binations, the experiment employed a greedy search strategy.
Firstly, the effectiveness of each individual oriented atten-
tion was analyzed. Subsequently, the optimal orientation was
selected to combine with each of the other orientations. The
current optimal combination was iteratively added with each
remaining orientation until all orientations were included.

For clarity in presentation, let ORIT(i) represent the obser-
vation in the orientation set i. The experimental results are
plotted in Fig. 5. The key observations derived from Fig. 5
are summarized as follows:

(1) For both HFMD and HB datasets, ORIT(1, 2, 3,4)
achieves the optimal values for MAE, RMSE, and RZ.

(2) From the perspective of single oriented attention, ORIT(3)
achieves the best performance, while ORIT(4) obtains
the second-best performance.

(3) To integrate the ORIT(3) and ORIT(4), the prediction
accuracy improve significantly.

(4) ORIT(1) and ORIT(2) have slight effects on improving
the performance.

For both prediction tasks of the two infectious diseases,
MRF demonstrates a promising approach to enhance pre-
diction accuracy. ORIT(1, 2, 3, 4) achieves optimal perfor-
mance interms of MAE, RMSE,and R 2, thereby validating
the benefits of incorporating multi-oriented correlations in
prediction performance.
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Each individual orientation attention exhibits varying
predictive performance, indicating the diversity of the trans-
formed input. ORIT(3) and ORIT(4) outperform ORIT(1)
and ORIT(2) significantly. This can be attributed to the fact
that ORIT(3) and ORIT(4) emphasize the significance of
time segments for the prediction model, as they contain the
context of consecutive time steps and furnish more detailed
information about trends. In contrast, ORIT(1) and ORIT(2)
primarily consider the correlation between different time
series and specific time steps, enabling them to capture the
local temporal dynamics of each time series or time step.
However, they neglect the continuity of trend characteristics.

6.4 Comparison

Extensive experiments were conducted to compare the pro-
posed ORIT method with 24 benchmark methods, as shown
in Table 4. To ensure a fair comparison, the hyperparameters
B and T were set to 4 and 2, respectively, for the HFMD
dataset, and 2 and 13 for the HB dataset. The main observa-
tions are summarized as follows:

(1) The proposed ORIT achieves optimal performance in
terms of three metrics for both datasets.

(2) The performance of all benchmark methods is further
improved by the proposed attention mechanism.

(3) The number of hidden neurons does not significantly
affect the performance of RNN-related models.

(4) The proposed symmetric structure attention mechanism
outperforms other structures.

(5) AR exhibits the worst performance for the HFMD
dataset, while CNN1D exhibits the lowest performance
for the HB dataset.

Among the benchmark methods, the AR exhibits the
lowest prediction accuracy for the HFMD dataset and the
second-lowest performance for the HB dataset. This may be
attributed to AR’s limited capability in modeling non-linear
patterns. The temporal dynamics of both infectious diseases
are irregular and exhibit fluctuations. These characteristics
may not be adequately captured by the AR method. The RNN
variants, i.e., LSTM, GRU, and ED, incorporated with tem-
poral learning units, demonstrate slightly better performance
than the linear model. Howeyver, it should be noted that these

Table 4 Comparable results of

twenty-two methods on the two Model HFMD i HB 5
datasets in terms of three metrics MAE RMSE R MAE RMSE R
AR 22.6962 28.0246 0.8268 27.0550 37.1552 0.4550
LSTM-32 15.8524 25.6851 0.8545 26.1595 37.6786 0.4396
LSTM-attn-32 14.2515 24.5761 0.8668 23.3605 32.0211 0.5952
LSTM-64 15.9730 25.6855 0.8545 26.6344 37.7522 0.4374
LSTM-attn-64 13.5908 24.3641 0.8691 23.2384 32.0197 0.5953
GRU-32 19.0589 26.3326 0.8471 26.1140 36.8747 0.4632
GRU-attn-32 13.6181 24.3916 0.8688 22.7751 31.1019 0.6181
GRU-64 19.5851 26.5899 0.8441 26.1305 36.9358 0.4615
GRU-attn-64 13.2111 24.2959 0.8698 22.8632 31.1539 0.6169
ED-32 18.5562 26.2696 0.8478 26.2258 37.3032 0.4507
ED-attn-32 15.1897 25.4855 0.8568 23.1548 31.4827 0.6087
ED-64 17.4964 25.8206 0.8530 25.6824 37.0903 0.4569
ED-attn-64 14.8598 25.4567 0.8571 22.6006 30.6012 0.6300
CNNID 20.9972 27.1071 0.8379 26.4590 37.2826 0.4513
CNNI1D-attn 16.1284 259156 0.8519 26.0703 37.0805 0.4572
CNNRNN-32 19.5186 26.6080 0.8439 27.1456 36.5898 0.4715
CNNRNN-attn-32 16.1384 25.8667 0.8524 25.8596 37.1470 0.4553
CNNRNN-64 18.7608 26.3040 0.8474 26.1287 36.4199 0.4764
CNNRNN-attn-64 15.4331 25.6848 0.8545 26.0657 37.2316 0.4528
OAM-SA(dot) 23.2935 28.3903 0.8222 27.8437 37.5277 0.4441
OAM-SA(scale-dot) 22.9140 28.0769 0.8261 26.7775 37.0830 0.4572
OAM-SA(MLP) 19.3418 25.7491 0.8538 24.0594 35.0306 0.5156
OAM(MA) 14.3342 21.1728 0.9011 21.6811 29.2421 0.6625
OAM 10.9700 16.9735 0.9364 21.7509 28.9388 0.6692
ORIT 10.2614 16.8450 0.9374 21.3500 28.2686 0.6846
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methods show insensitivity to the number of hidden neu-
rons. A possible reason for this is that increasing the number
of hidden neurons allows for more information storage, but
due to the limited data scale, it does not lead to significant
improvements.

The convolution component can capture high-level fea-
tures by stacking multiple convolutional and pooling lay-
ers. However, an inherent limitation in extracting temporal
dynamics leads to worse performance in predicting infectious
disease cases. By integrating the RNN cell, the CNNRNN
can model temporal dependencies and improve performance.
However, the accuracy achieved is still unsatisfactory. These
results can be attributed to the CNN’s ability to disrupt the
continuity of the input data, thereby posing a challenge for
the recurrent component to capture meaningful information.
With the assistance of the attention mechanism, the RMSE
values of benchmarks in the HFMD and HB datasets are
reduced by up to 7.4% and 4.2%, respectively. This demon-
strates the efficacy of the proposed attention mechanism.

Among the OAM and its variations, the OAM-SA(dot)
exhibits the worst performance, while the OAM outperforms
the other variations. A possible reason for this discrepancy
is that the dot product is unsuitable for attention collabo-
ration and fusion. The attention mechanism using the MLP
score function obtains better performance, whereas the OAM
has an obvious decrease by 19.8% and 1% in RM SE value.
These findings highlight the effectiveness of the symmetric
structure attention mechanism in improving prediction accu-
racy.

The proposed ORIT is essentially a variant of OAM.
Compared with OAM, it demonstrates a decrease of 6.46%
and 0.8% in M AE and RM SE values, respectively, on the
HFMD dataset. Similarly, on the HB dataset, it shows a
decrease of 1.84% and 2.3% in MAE and RM SE values,
respectively. These results suggest that the proposed MRF,
with multiple orientation attentions, is more effective in cap-
turing temporal dynamics.

7 Challenges and opportunities

After discussing the main advantages of utilizing the ORIT
method for forecasting infectious cases, there are several
potential directions to further enhance its effectiveness.

(1) Deep learning, shallow machine learning, and statistical
learning method are widely applied in infectious dis-
ease case prediction. However, selecting the appropriate
hyper-parameter combination is still an issue. Automated
deep learning (ADL) strategies are powerful technolo-
gies that streamline the process of identifying optimal
parameters [3]. The development of a hybrid system by

combining the ADL framework with the ORIT method
to enhance its accuracy could be an interesting avenue
to explore. It would facilitate the ORIT performance on
other scenarios, such as outbreak period tracking [34],
and multi-area monitoring [8].

(2) The interpretation of results in ORIT can be challenging,
as it relies on black-box models that do not provide clear
explanations of the inference process [5]. To enhance the
reliability and trustworthiness of the obtained results, the
incorporation of explainable artificial intelligence (XAI)
techniques can benefit the proposed ORIT method. This
would enable a more accurate evaluation of ORIT’s
outputs and facilitate the exploration of its underlying
mechanisms. Moreover, integrating XAl can facilitate
the extension of ORIT to high-dimensional time series
forecasting tasks.

(3) Toenhance the robustness of the proposed ORIT method
for different scenarios, it is necessary to consider rele-
vant exogenous features. However, the data distribution
of these exogenous features may be inconsistent with
the target data, and their temporal characteristics may
be asynchronous. Therefore, innovative feature selection
and analysis methods need to be explored to address
these challenges [1]. The effective inclusion of exter-
nal features would introduce greater sample diversity,
enabling the prediction model to adapt more efficiently
to various scenarios and changing conditions.

(4) Real-time capability is essential for effective control and
management of infectious diseases [31]. Online predic-
tion methods offer significant advantages in terms of
speed, real-time capability, dynamic updates, and con-
sideration of real-time variables. By incorporating the
proposed ORIT model into online monitoring systems
for infectious diseases, decision-makers can promptly
respond to the spread and control of multiple diseases.

8 Conclusion

This research proposed a multiple representation fusion
model, which is named oriented transformer (ORIT), for
infectious disease case prediction. To enrich the diversity
of historical observations in the time series of infected cases,
ORIT proposes an orientation representation structure, which
considers the multi-dimensional correlations among tempo-
ral or spatial characteristics. These correlations are learned
through an elaborated symmetrical attention unit, termed
MOAU. Comprehensive experiments on real-world HFMD
and HB datasets demonstrate the efficacy of the proposed
ORIT. A combination study verifies the effectiveness of
MRF within ORIT modules, while a sensitivity analysis is
employed to assess the influence of key hyperparameters.
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