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a b s t r a c t 

Internet Protocol Television (IP-TV) recommendation systems are designed to provide programs for groups 

of people, such as a family or a dormitory. Previous methods mainly generate recommendations to a 

group of people via clustering the common interests of this group. However, these methods often ignore 

the diversity of a group’s interests, and recommendations to a group of people may not match the inter- 

ests of any of the group members. In this paper, we propose an algorithm that first identifies users in 

accounts, then provides recommendations for each user. In the identification process, time slots in each 

account are determined by clustering the factorized time subspace, and similar activities among these 

slots are combined to represent members. Experimental results show that the proposed algorithm gives 

substantially better results than previous approaches. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

In recent years, due to the rapid growth and increasing popu-

larity of Internet Protocol Television (IP-TV) services, IP-TV services

have been widely consumed in our daily life, and it has been a

common phenomenon that families or roommates share programs

after they get back home or dormitory from work. To help users

(viewers) benefit from the abundant resources, such as channels,

programs and videos, and easily find what they are actually inter-

ested in, recommender systems [1] are integrated into the services.

However, the main challenge in developing a IP-TV recommen-

dation system is user identification [2] . Intuitively, the recommen-

dations provided to a shared account, comprising the ratings of

two dissimilar users, may not match the interests of either of both

users [3] . The use of a single account shared by multiple users

poses more personalized requirements in providing programs to

this account. 

Our goal is to improve the recommendation performance by al-

leviating the problem of user identification in IP-TV services. How-

ever, none of the individual user information [4] can be directly

used for the identification, since the interaction between a user

and a set-top-box (STB) is very weak. Typically, users do not have

easy access to the keyboard, mouse or touch screen. Moreover, the

services are indistinctly shared by the users in a shared account.

The history logs recorded by STBs contain the following data fields:
∗ Corresponding author. Tel.: (+86)021-54345153. 
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ccountId, ProgramId, StartTime, EndTime and Genre . In reality, a log

ecalls that an account starts and ends a program, and marks a

rogram to a genre. 

The assumption is that users within a shared account not only

ave distinct temporal habits, such as after dinner or at weekends,

ut also have different pref erences for television programs (or gen-

es). There are two questions: (1) how to accurately detect tempo-

al habits over accounts? (2) how to accurately obtain preferences

ased on the detected temporal habits for a user? 

To address these questions, we propose a novel algorithm that

onsists of a partition process and a consolidation process. In the

artition process, the time is divided into several nonoverlapping

ime slots to present temporal habits of users. More specifically, we

se the consumption logs to construct an account-item-time play

ount tensor. We decompose this tensor into the multiplication of

 few (low-rank) latent matrices of accounts, items, time intervals,

nd a core tensor. And then, time slots are obtained via clustering

he latent matrix of time intervals. In the consolidation process,

e introduce virtual user to represent preferences of an account

n a clustered time slot, and similar virtual users are combined to

xtract users. 

A simple overview of our proposed algorithm is drawn in Fig. 1 .

The contributions of this paper are summarized as follows: 

1. We study the problem of user identification in IP-TV services

as mining groups of time slots and preferences within ac-

counts. 

2. We propose an algorithm to fulfill the identification task. In

this algorithm, we try a tensor factorization based subspace

clustering method to discover groups of time slots. And then

http://dx.doi.org/10.1016/j.knosys.2016.01.018
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2016.01.018&domain=pdf
mailto:zhijin@ecnu.cn
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Fig. 1. An overview of user identification for IP-TV recommendation. 
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Table 1 

Notations and semantics. 

Notation Semantic 

A, I set of accounts, set of items 

U set of identified users 

U ( a ) set of identified users within account a 

u ah the h th identified user within account a 

P period (a.k.a, set of sub-period) 

p k the k th sub-period within P 

v ak virtual user within account a in p k 
s ah several sub-period consumed by u ah 

I ( v ak ) set of items consumed by account a in p k 
C account-item-time play count tensor 

T time dimension of C (a.k.a, time interval set) 

M factorized core tensor 

X, Y, Z latent matrix of accounts, latent matrix 

of items, latent matrix of time intervals 

c ait play count of account a to item i in 

time interval t 

ˆ c ait predicted play count of account a to 

item i in time interval t 

d aik duration of account a consumes item i in p k 
r aik implicit rating of account a to item i in p k 
G preference similarity graph of virtual users 

S vv ′ preference similarity between virtual user 

v and v ′ 
ρ threshold of preference similarity 

| ·| length of a set 
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similar preferences over these time slots are combined to

present users. 

3. Finally, we demonstrate how this algorithm above can be ap-

plied to improve recommendation. Experimental results on

a real IP-TV dataset show that our algorithm outperforms

comparable methods. 

A preliminary result was reported previously [5] . This paper

ubstantially extends this work. 

The rest of this paper is organized as follows. Section 2 provides

 brief review of related work on IP-TV recommendation. Section 3

ives the problem definition and notations. Section 4 describes our

roposed approach to carry out identification task. Section 5 shows

he settings in our experiments. Section 6 presents the experimen-

al results and analysis. Finally, Section 7 concludes the paper. 

. Related work 

The work in this paper closely relates to the research ar-

as: collaborative filtering and context-aware recommendation. We

resent the most relevant previous work in each of them. 

.1. Collaborative filtering 

Collaborative filtering (CF) has been the most popular technique

or recommender systems [6,7] . Typically, collaborative filtering ap-

roaches can be divided into two types: memory-based methods

s well as model-based approaches. Memory-based methods focus

n using predefined similarity calculation functions to find simi-

ar users or items for generating predictions [8] . Memory-based

ethods can be further classified as user-based [9–11] and item-

ased [12–14] approaches based on whether similar users or sim-

lar items are used. In contrast, the model-based approaches use

he observed ratings to train a predefined learning model, and the

nobserved ratings are then predicted via the trained model. Algo-

ithms in this category include but not limited to clustering model

15] , the aspect models [16] , the Bayesian hierarchical model [17] ,

he ranking model [18] , etc. 

Recently, a particular group of methods, referred to as matrix

actorization methods, have become dominant in the field [19] .

he performance of the group of methods for the rating prediction

roblem has been tested in Netflix Prize Contest [20,21] and the

DD CUP 2011 [22] . Matrix factorization methods normally seek to

actorize the user-item rating matrix into two low rank latent ma-

rices of users and items, and then utilize the factorized matrices

o make further predictions. The factorized latent matrix of user is

lso employed to cluster groups of users with similar tastes. Zhang

t al. [3] believed that users within a household have similar inter-

sts, and applied several clustering algorithms to identify groups of

sers as households. Matrix factorization methods have been fur-

her extended to incorporate content metadata information [23] ,

o that the rich side information of users and items beyond the
ser-item relations can be exploited for improving recommenda-

ion. In addition, the matrix factorization framework has also been

eveloped for the top- K recommendation problem in domains with

mplicit feedback data [24,25] , and the binary rating technique is

mployed to represent users’ implicit preferences. 

However, these methods cannot be directly used to alleviate our

roblem, since a television is indistinctly shared by multiple users.

n this paper, we consider users within a shared account do not

ave common interests and temporal habits in IP-TV services. 

.2. Context-aware recommendation systems 

The context-aware recommender systems (CARS) have received

ots of attentions. Early work in CARS utilized contextual infor-

ation (e.g., demography, location and time) for pre-processing,

here the context drives data selection, or post-processing, where

he context is used to filter recommendations [26] . Said et al. [27]

sed time to split an user into two contextual user profiles, and

ecommendations are provided to each contextual user profiles. A

ignificant portion of recent work has focused on incorporating

ontext variables into the matrix factorization methods [28–30] .

ue to the success of matrix factorization for modeling the user-

tem relations, one major group of approaches exploited the tensor

actorization techniques [31] for modeling the 3-way user-item-

ontext relations [32–34] . A tensor in this case is a generalization

f matrix from 2-dimension to n -dimension. Another contribution

or modeling the contextual information is factorization machines

35,36] , which models the interactions between each pair of enti-

ies in terms of their latent factors, such as user–user, user-item,

ser-context interactions. 

The work in this paper also builds upon tensor factorization

odels. The latent matrix of the context (time) is factorized and

lustered to detect temporal habits. 

. Problem definition and notations 

Table 1 gives the main notations used in this paper. 

To start with, let us consider a common scene that multiple

sers share a common account in IP-TV services. As Fig. 2 shows,
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Fig. 2. An example of users sharing an account. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Structure of the play count tensor. 
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an account corresponding to a STB shared by 3 kinds of family

members: senior, younger and kids. The senior get used to de-

manding history series in the morning or afternoon, kids would

like to play the sort of cartoon programs after school or dinner,

and younger might prefer films after kids go to the bed. 

From the common scene above we can find: (1) the consuming

behaviors are periodic; (2) different users get used to consuming

the services in different part(s) of a period; (3) different users of-

ten have different preferences for programs (genres) provided by

the services. Based on this common phenomenon, the problem of

identifying users sharing a common STB can be regarded as distin-

guishing user preferences over time. 

We introduce period P to describe periodic behavior. The period

is defined as 

P := 

| P| ⋃ 

k =1 

p k 

s.t. 

| P| ⋂ 

k =1 

p k = ∅ . 
(1)

This definition means that the continuous period P (e.g., day) con-

sists of several, non-overlapping sub-period p k (e.g., hour of day). A

user may consume television services in more than one sub-period,

and is defined as 

u ah := { (a, s ah ) | a ∈ A, s ah ⊆ P, s ah � = ∅} , (2)

where u ah is the h th user within account a who consumes services

in s ah , s ah denotes several sub-period within P (e.g., Morning and

Afternoon), and A denotes all accounts in the system. As Fig. 2

provides, the senior consume services in the Morning and After-

noon, the younger consume services in the Morning, and kids in

the Evening. Hence, all users U in system can be defined as 

U := 

⋃ 

a ∈ A 

⋃ 

s ah ⊆P 

u ah . (3)

Our goal is to identify U , and provide accurate recommendations

for U . We are trying to reach the goal by addressing the two ques-

tions: (1) how to capture the preferences of user u ah ( h th user

within account a )? (2) how to determine the consuming time s ah 

of h th user within account a ? 

In order to capture the preferences of user u ah , we introduce

virtual user v to present activities of an account in a sub-period
ak 
 k . The virtual user is defined as 

v ak := { (a, p k ) | a ∈ A, p k ∈ P, p k � = ∅} , (4)

here v ak is the activities of account a in sub-period p k , and an

dentified user is a composite of virtual user(s). Therefore, the pref-

rences of a real user can be composed by the preferences of cor-

esponding virtual users. 

We suppose that users in reality have different preferences for

oth programs (or genres) and different periodic behaviors. Hence,

he users in an account can be identified by consolidation of vir-

ual users. We introduce the similarity graph G , which uses ver-

exes to denote virtual users, and uses edges to denote the simi-

arity between virtual users. The preference similarity graph G is

efined as 

G := G (v (a ) , s (a )) , (5)

here v ( a ) is the set of virtual users within account a , and s ( a )

resents pairs of similar virtual users within account a . The ben-

fits of using graph G are that the process of combining virtual

sers can be easily controlled and the complexity of this process

an be reduced. 

. Algorithm for user identification 

In this section, we propose an algorithm, namely Tensor fac-

orization based subspace clustering and preferences consolida-

ion (TCC), to identify users within shared accounts. The algorithm

ainly consists of the partition process for determining time slots,

nd the consolidation process for fusing similar preferences in dif-

erent time slots. 

Detailed steps of the proposed TCC algorithm are given in

lgorithm 1 . 

.1. Partition process 

We try three different methods to carry out the partition task:

1) empirical split method. The time slots are assigned according to

xperiments; (2) average split method. In this method, the period

s equally divided into a given number of time slots. We use VUI to

resent this method as well as [5] ; (3) while previous methods are

reatly affected by manual setup and cannot fit the dataset well.

n this paper, we use latent time space to cluster the time slots via

actorizing the account-item-time play count tensor. 

As Fig. 3 shows, we use symbol C to present the play count

ensor, use c ait to denote a given entry in C, and use T to denote

ime dimension of C. More realistically, c ait means the play count

f item i consumed by account a in time interval t ∈ T . The time

imension T in C is equally divided into several intervals, and each

nterval in C must be smaller than any sub-period p . Therefore,
k 
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Algorithm 1: Pseudo code of TCC to identify users within 

shared accounts. 

Input : Television history log L 

1 C ← L ; /* Construct the play count tensor */ 

2 P ← Partition ( C); 

3 for each account a in A do 

4 U ← U+ Consolidation ( P, a ); 

5 return U; 

Procedure Partition( C) 

6 Set d X , d Y , d Z , initialize M ∈ R 

d X ×d Y ×d Z , X ∈ R 

| U|×d X , 

Y ∈ R 

| I|×d Y , Z ∈ R 

| T |×d Z with random values in [0 , 0 . 1] ; 

7 while t < MaxE poch do 

8 for non-zero entry c ait in C do 

9 e ait ← c ait − M ×X X a ∗ ×Y Y i ∗ ×Z Z t∗; 

10 X a ∗ ← X a ∗ + γ (e ait · M ×Y Y i ∗ ×Z Z t∗ − λX a ∗) ; 
11 Y i ∗ ← Y i ∗ + γ (e ait · M ×X X a ∗ ×Z Z t∗ − λY i ∗) ; 
12 Z t∗ ← Z t∗ + γ (e ait · M ×Y Y i ∗ ×Z Z t∗ − λZ t∗) ; 

13 t ← t + 1 ; 

14 P ← cluster Z T by k-Means; 

15 return P ; 

Procedure Consolidation( P, a ) 

16 V ← calculate implicit rating by P using Eq. 7 ; 

17 G ← generate similarity graph by V, ρ using Eq. 8 ; 

18 Set h = 1 ; /* The first identified user */ 

19 for each vertex v in G. v ertexes do /* DFS in G */ 

20 if v . v isited == false then 

21 u ah .ad d (v ) ; // Extract v as h th user; 

22 v . v isited = true ; 

23 Get list of vertexes that connect to v as L v ; 

24 Visit each vertex in L v and add to u ah recursively; 

25 h ← h + 1 ; 

26 U(a ) ← U(a ) + u ah ; 

27 return U(a ) ; 
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1 The SGD [31] is chosen due to its speed and ease of implementation. An alter- 

native strategy is alternating least square (ALS) [38] . While ALS can be parallelized, 

these advantages are irrelevant in our case. 
he sub-period can be obtained by clustering the factorized sub-

paces. 

A common approach to obtaining the sub-space is to decom-

ose C into the multiplication of a few (low-rank) matrices and

 core tensor (or just a few vectors), based on C’s non-zero en-

ries. For example, as illustrated in the right part of Fig. 3 , we

an decompose C into the multiplication of a core tensor M ∈
 

d X ×d Y ×d Z , and three matrices, X ∈ R 

| A |×d X , Y ∈ R 

| I|×d Y , Z ∈ R 

| T |×d Z ,

sing a tucker decomposition model [37] . The objective function

o control the error of the decomposition is usually defined as 

 (M , X, Y, Z) = 

1 

2 

‖ 

C − M ×X X ×Y Y ×Z Z ‖ 

2 

+ 

λ

2 

( ‖ 

M ‖ 

2 + ‖ 

X ‖ 

2 + ‖ 

Y ‖ 

2 + ‖ 

Z ‖ 

2 ) , (6) 

here ‖·‖ 2 denotes the Frobenius norm, the first part is to control

he decomposition error and 

λ
2 ( ‖ M ‖ 2 + ‖ X ‖ 2 + ‖ Y ‖ 2 + ‖ Z ‖ 2 ) is a

egularization term to avoid over-fitting, d X , d Y and d Z are usually

ery small, denoting the number of latent factors, λ is a parameter

ontrolling the contribution of the regularization term. The symbol

×” denotes the matrix multiplication; “×X ” stands for the tensor-

atrix multiplication, where the subscript “X ” stands for the mode

 tensor, e.g., W = M ×X X is W i jk = 

∑ d X 
i =1 

M i jk × X i j . 
As the partition procedure in Lines 6–15, Algorithm 1 shows,

e exploit stochastic gradient descent (SGD) 1 to learn the tensor,

here X a ∗, Y i ∗, Z t ∗ denote the a th, i th, t th columns of X, Y, Z respec-

ively, M ×Y Y i ∗ ×Z Z t∗ is the gradient of X a ∗, and γ is the learn-

ng rate. We choose k-Means to cluster the latent time space Z

39] , and the similarity between two time intervals is measured

y Squared Euclidean Distance. 

.2. Consolidation process 

As presented in Consolidation procedure in Lines 16–26,

lgorithm 1 , members in a shared account are represented via

onsolidating the similar preferences among the parted time slots.

he duration from an account to an item is used to calculate the

references. The implicit rating of an account over a time slot is

ormulated as 

r aik = 

exp (d aik ) ∑ | P| 
k =1 

exp (d aik ) 
, (7) 

here d aik is the duration of item i consumed by account a in sub-

eriod p k , and exp () stands for the exponential function [40] . The

xp () is adopted to smooth d aik , since d aik varies as item changes.

or example, the length of a played movie can easily exceed one

our, but the length of a cartoon is usually limited within half of

n hour. Note that, an account may demand an item more than

ne time, therefore, we do not choose the binary rating techniques

r percentage of a program watched to the length of it [7] . For

onvenience, the virtual user ( Eq. (4) ) is introduced to represent

n account’s activities in a given time slot, and the implicit rating

f a given virtual user is captured by using Eq. (7) . 

In order to consolidate the similar virtual users within an ac-

ount, we use Cosine function to measure the similarity between

wo virtual users, then a similarity threshold ρ ∈ [0, 1] is adopted

o determine the consolidation. Given account a , the preference

imilarity between virtual user v and v ′ within a is defined as 

 vv ′ = cos (v , v ′ ) = cos (v ak , v ak ′ ) 

= 

∑ 

i ∈ I (v ak ) ∩ I (v ak ′ ) r aik · r aik ′ √ ∑ 

i ∈ I(v ak ) 
r aik ·

∑ 

i ∈ I(v ak ′ ) r aik ′ 
, (8) 

here r aik denotes implicit rating of account a to item i in p k , and

 ( v ak ) denotes set of items consumed by virtual user v ak . We intro-

uce s ′ vv ′ ∈ { 0 , 1 } to denote binary similarity. The binary similarity

 

′ 
vv ′ is defined as 

 

′ 
vv ′ = 

{
1 , S vv ′ � ρ
0 , otherwise 

(9) 

here ρ denotes the threshold of preference similarity. This means

f the similarity of two virtual users is greater than ρ , the virtual

sers are regarded as similar, otherwise dissimilar. The advantage

f ρ is that the effects on recommendation performance of the

onsolidation process can be explicitly observed. 

To combine the similar virtual users throughout an account,

e regard a virtual user as a node in a graph and the similarity

etween virtual users as edges of this graph. Therefore, the con-

olidation process is a problem of graph traverse. The consolida-

ion operation is described in Lines 18–27 in Algorithm 1 using

eep-first-search (DFS). An alternative way to carry out the task

s bread-first-search (BFS) algorithm. 

The complexity of the proposed algorithm TCC is

(t p |C| d X d Y d Z + t c | P || T | d Z + | A | (| P | 2 / 2 + 2 | P | + | S| )) , and we
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Table 2 

Fields of the provided television his- 

tory logs. 

Fields Semantics 

AccountId Account’s ID value 

ProgramId Program’s ID value 

StartTime Watching start time 

EndTime Watching end time 

Genre Program genre 
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summarize it as follows. Given the max epoch of tensor factoriza-

tion t p and the max epoch of k-Means t c , the tensor factorization

scales linearly to the number of non-zero entries |C| and the

dimensionality of the factors d X , d Y , d Z , the complexity of ten-

sor factorization is O(|C| d X d Y d Z ) . The complexity of k-Means is

O(t c | P || T | d Z ) , | T | denotes the number of time intervals of time

dimension in C. In the consolidation process, given the number

of pairs of similar virtual users (i.e., edges) | S |, the complexity of

implicit rating is O(| P | ) , and it takes O(| P | 2 + | P | + | S| ) to generate

and traverse the graph. From these complexity analysis, we can

see that the TCC complexity mainly depends on the number of

split sub-period | P |. 

5. Experimental setup 

In this section, we illustrate dataset collection, evaluation met-

rics and algorithms for recommendation. We evaluate algorithm

TCC on the dataset collected from the content provider SMG 

2 in

Shanghai, China. It should be noted that we focus on the evalu-

ation of recommender performance by means of identified users,

rather than the accuracy evaluation of algorithm TCC. 

5.1. Dataset collection 

The logs in the services from SMG are during the period be-

tween March 1, 2011 till March 31, 2011. We filter out logs of play

time (calculated by start time and end time) less than 10 min. It

contains 376,038 records, 5933 videos categorized into 66 genres

consumed by 14,856 accounts after being filtered. The records be-

fore March 25, 2011 are used for training, and the rest are as test

set. The fields of this dataset are shown in Table 2 . 

In order to avoid problems related to cold start, for both ac-

counts and items, we decide that accounts in the evaluation sets

have to consume at least 50 programs. Three subsets of 10 0, 20 0,

and 500 accounts are randomly selected to carry out the experi-

ments. 

5.2. Evaluation metrics 

We use precision and recall metrics to measure the perfor-

mance of all the mentioned algorithm, since they often attract lots

of attention in a running system and are well known. The precision

metric is defined as 

P recision @ N = 

∑ 

u ∈ U | R (u, N) ∩ T (u ) | ∑ 

u ∈ U | T (u ) | , (10)

where N denotes the length of a recommendation list, R ( u, N ) de-

notes the recommendation list to user u with length N, T ( u ) means

items has been consumed by identified user u in test set. The recall

metric is defined as 

Recal l @ N = 

∑ 

u ∈ U | R (u, N) ∩ T (u ) | ∑ 

u ∈ U | R (u, N) | . (11)
2 http://www.smg.cn/ . 

t  

h  

s

rom these definitions, we can see that a larger Precision @ N or Re-

all @ N indicates a better performance. 

We use the cross-validation technique to study the parameter

eriod P , similarity threshold ρ , and the number of clustered time

lots in Algorithm 1 as well. According to validated experiments,

e first hold | P | = 4 , and observe the evaluation metrics by chang-

ng ρ from 0 to 1 with step size 0.1, then the performance are

easured by ranging | P | in {1, 2, 3, 4, 5, 6, 8, 12} while holding

= 0 . 8 . For the number of clusters k in TCC, we set k = 4 to com-

are with average split method with | P | = 4 and fix ρ = 0 . 8 while

hanging the recommendation list N . 

.3. Recommendation algorithms 

We adopt, one of the most famous collaborative filtering meth-

ds, K-Nearest Neighbor (KNN) method to provide recommenda-

ions, since it performs very well in practice (e.g., [41–43] ), and

e can also learn the benefit from identified users by comparing

ith recommendations without identification. The Cosine method

s used to measure the similarity among accounts/users in algo-

ithm KNN. Hereafter, for easy presentation of figures, we name

he recommendations for users identified by Algorithm 1 as TCC,

nd the recommendations for users identified by the average split

ethod in [5] is named as VUI, respectively. 

To study the improvement of TCC (or VUI), we choose the fol-

owing comparable methods. 

1. AccountKNN : this method is the account-based collaborative

filtering. The unknown ratings are predicted by considering

the ratings given by similar accounts. Account similarity is

computed by cosine similarity of ratings. 

2. CUPs [27] : this method regards that an account consists of

two contextual user profiles (CUPs), and these users are de-

termined by the time of a film started (or ended). 

3. TF [44] : this method incorporates time as an indepen-

dent dimension, and the preferences of missing values in

the account-item-time tensor are recovered via factorization

techniques. The top- N predicted preferred items within time

intervals are provided to accounts. 

. Experimental results and analysis 

In this section, we conduct several experiments to compare dif-

erent parameters of VUI and different methods. Our experiments

re intended to address the following questions: 

1. How the parameters ( P and ρ) affect recommendations? In

other words, how the partition of a period and consolidation

of virtual users affect recommendations? 

2. How the split methods affect recommendations? Can the

time consuming behavior be obtained by clustering the fac-

torized subspace? 

3. Can TCC outperform other comparable methods? 

4. Finally, what is the connection between the number of iden-

tified users and the recommendation performance? 

.1. Effects on P and ρ

To study how partition process and consolidation process affect

ser identification and recommendations, we measure the perfor-

ance in terms of precision and recall as P or ρ change while

olding other parameter. Note that, when | P | = 1 or ρ = 0 , the TCC

egards an account as a user, and items are directly recommend

o an account. In reality, users tend to consume items in specific

ours of a day. Here, we use average split method to equally as-

ign the time slots. 

http://www.smg.cn/
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Fig. 4. The recommendation performance are obtained by validating parameter | P | and ρ . 

Table 3 

The split up sub-period ( | P| = 4 ). 

Methods Midnight Morning Afternoon Evening 

Average 0:0 0–6:0 0 6:0 0–12:0 0 12:0 0–18:0 0 18:0 0–24:0 0 

Empirical 23:50 –6:00 6:0 0–12:0 0 12:0 0–19:0 0 19:00–23:50 

Table 4 

The sub-period clustered by k-Means ( k = 4). 

Subspace Cluster1 Cluster2 Cluster3 Cluster4 

Z T {0,3,5} {16,18,19} {11,12,15,17,20} other slots 

 

h  

p  

t  

c  

P  

r  

c

 

c  

N  

ρ  

 

v  

s  

P  

t  

1  

t  

w

6

 

e  

m  

|  

w

 

e  

A  

s  

a

 

c  

v  

λ  

t  

Fig. 5. Comparison of partition methods. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 
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The results are presented in Fig. 4 . As Fig. 4 (a) and (b) state, we

old | P | = 4 and change ρ from 0 to 1 with step size 0.1, (1) the

recision and recall values are still increasing as ρ increases, (2)

he optimal values are found when ρ is set to 0.8, and (3) the Pre-

ision @10, Precision @20 value are both higher than the Precision @1,

recision @5 value when no users are identified ( ρ = 0 ), a possible

eason is that less recommendations to an account have a higher

hance of mismatch of members’ interest. 

To study effects on the split of period P , we fix ρ at 0.8 and

hange | P | to measure Precision @ N and Recall @ N when making

 genre(s) recommendation with N = { 1 , 5 , 10 , 20 } . Here, we set

= 0 . 8 since the optimal precision and recall values are found at

(| P | = 4 , ρ = 0 . 8) according to results in Fig. 4 (a) and (b). As re-

ealed in Fig. 4 (c) and (d), (1) the precision and recall values are

ignificantly improved, when compared with AccountKNN ( | P | = 1 ,

recision: 1%, Recall: < 1%); (2) the two optimal values are ob-

ained at | P | = 4 and | P | = 5 , and the precision value is slight over

7%; (3) the performance starts degrading when | P | > 5, and (4)

he Precision @1 value is smaller than Precision @5 when | P | = 8 ,

hich reveals miss match of interests for shared accounts. 

.2. Effects on partition methods 

According to the conducted experiments above, we learn the

ffects on the parameters ( P and ρ) with respect to average split

ethods, and the two optimal values can be found at | P | = 4 and

 P | = 5 (a slight better). In this section, we compare Algorithm 1

ith empirical and average split methods at [5] . 

We set | P | = 4 to compare the split methods, since it’s more

asier to empirically split up four sub-period than five sub-period.

nother reason we choose four sub-period to compare is that four

ub-period are more close to our daily life. The split up sub-period

re shown in Table 3 , and the differences are in bold type. 

We use the partition procedure in TCC (see Algorithm 1 ) to

luster 4 time slots. The play count tensor are learned until con-

ergency by the configurations as follows: d x = d y = d z = 5 , γ =
= 0 . 01 [34] . Table 4 shows the results via clustering factorized

ime space Z T . According to the status of a television, a possible
tatus of televisions in intervals of cluster4 in Table 4 is under sus-

ension. In contrast, the empirical method and the average split

ethod both regard televisions work all the day, which may lead

o a slip on user identification. 

We compare the results of 3 partition mentioned methods on

op- N recommendation as the length of recommendation list N

hanges. For these 3 methods, ρ is set to 0.8. As Fig. 5 states, (1)

he empirical split method gains a slight improvement when com-

ared with the average split method, but the improvement is not

table. A possible reason for the improvement is that users are off

ork after 18:00, and they need to spend time on the way and

annot receive programs immediately; (2) the TCC (blue line with

iamond sign) outperforms other two split methods with respect

o Precision @ N and Recall @ N when N > 3. The benefit of VUI is its

impleness, meanwhile VUI greatly depends on manual setup. The

CC avoids this problem, and it can automatically cluster the sub-

eriod. 

.3. Method comparison 

The predictive accuracy with respect to Precision @ N and Re-

all @ N ( N ranges from 1 to 20) is measured and plotted in Fig. 6 . 

Firstly, the predictive accuracy is greatly enhanced when an

ccount is decomposed into several users, and the best recom-

endation performance is achieved by TCC. We compare TF and

CC ( ρ = 0 . 8 ). It can be observed that the recommendation per-

ormances of both two methods tend to be close as N increases.

owever, the precision values of TF are still smaller than TCC’s. 

Secondly, the predictive accuracy of AccountKNN (black line

ith cross sign) is instable and worse than any other comparable
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Fig. 6. Comparison of comparable methods. 

Fig. 7. Number of identified users | U | as parameters change. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. The recommendation performance and runtime of TCC and VUI on different 

data scales. 
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methods. This provides an evidence for the essential of user iden-

tification. A possible reason is that the recommendations provided

to an account do not match the interests of either of its members,

and the preferences of an account consisting of several members. 

6.4. Identification and performance analysis 

We try to discover the relationship between the number of

identified users and the recommender performance. The numbers

of identified users are plotted in Fig. 7 , and the performance in

terms of Precision @ N and Recall @ N is measured in Fig. 4 . 

According to the comparison of Figs. 4 (a), (b) and 7 (a), we can

see that (1) the Precision @ N and Recall @ N values are increasing

when users are identified; (2) the two optimal performances are

found at (| U| = 209 , ρ = 0 . 8 , | P | = 4) and (| U| = 256 , ρ = 0 . 9 , | P | =
4) ; (3) the precision starts decreasing when | U | > 256. The com-

parison among Figs. 4 (c), (d) and 7 (b), states, (1) the optimal per-

formance is found at (| U| = 255 , | P | = 5 , ρ = 0 . 8) , and (2) the rec-

ommendation performance degrades when | P | > 5, ρ = 0 . 8 . 

The following summarizes the key conclusions we observe from

the results: (1) the recommender performance is improved when

users within accounts are identified for personalized recommen-

dations. A reason for the improvement is that recommendations

based on identified users alleviate the problem of recommending

given items to wrong users within a shared account; (2) too many

or too few identified users (| U | is too small or too large) will de-

grade the performance. The possible reasons are as follows: 

1. Too few users identified: when P is split into few sub-period

and ρ is set very close to 1, which may regard two (or more

than two) real users as one. Hence, a possible reason for the
low performance is that items are recommended to users

who dislike them. 

2. Too many users identified: when P is split into too many

sub-period and ρ is set very close to 0, which may regard a

real user as two (or more than two) identified users, and the

preferences of the real user are divided into several parts by

the identified users. Hence, the opportunity of recommend-

ing right items to the real user may decrease since the KNN

recommends items other users also preferred. 

3) the optimal precision and recall values are found when 2.5

sers per account are identified, and it reflects the rate of real user

umber to account number. 

.5. Scalability 

To study the scalability of the average split method and the pro-

osed algorithm TCC, we randomly select 3 subsets of 10 0, 20 0,

nd 500 accounts. As shown in Fig. 8 (a), given Recall @ N > 0.05,

he TCC (solid lines) outperforms average split method (dash lines)

s the data scale increases. For both algorithms, the performance

egrades as the data scale increases, however the performance is

nstable when N = 1 (i.e., Recall @ N < 0.05), which shows that less

ecommended items get a higher probability of interests mismatch.

Although TCC has a better recommendation accuracy, the run-

ime of TCC is still longer than VUI’s. Fig. 8 (b) reports the runtime

omparison of TCC and VUI on SMG dataset. We can see that TCC

pends much time in clustering the time slots. The rate of TCC run-

ime to VUI runtime tends to be smaller as the data scale increases.

he TCC scales linearly to the number of accounts by benefiting

rom SGD. 

. Conclusions and future work 

In this paper, we study the problem that multiple users share

 common account in IP-TV services. To enhance recommendation

erformance for each user, we propose the algorithm TCC to de-

ompose an account into several users. This algorithm consists of

wo processes: the partition process is designed for detecting time

lots, and the consolidation process is used for combining similar

references to extract real users. 

Experimental results on a commercial dataset show that about

.5 users per account are identified in average, and the recommen-

ation performance is significantly enhanced with respect to pre-

ision and recall. The advantage of the proposed TCC is that the

emporal habits (i.e., time slots) can be automatically learned from

he provided dataset. Moreover, the proposed VUI and TCC have

een officially adopted by the provider SMG. The algorithm VUI

as been applied as an option of recommendation strategy in the

elevision system with excellent user satisfaction since 2013, and

CC is deploying. 
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In the future, we plan on extending our work on the study of

actorization methods for partition process, cross-validation tech-

iques in terms of the number of clusters and ρ and try different

ecommendation algorithms. 
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